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Abstract

Action recognition is an essential task in egocentric vi-
sion due to its wide range of applications across many fields.
While deep learning methods have been proposed to address
this task, most rely on a single modality, typically video.
However, including additional modalities may improve the
robustness of the approaches to common issues in egocentric
videos, such as blurriness and occlusions. Recent efforts in
multimodal egocentric action recognition often assume the
availability of all modalities, leading to failures or perfor-
mance drops when any modality is missing. To address
this, we introduce an efficient multimodal knowledge dis-
tillation approach for egocentric action recognition that is
robust to missing modalities (KARMMA) while still bene-
fiting when multiple modalities are available. Our method
focuses on resource-efficient development by leveraging pre-
trained models as unimodal feature extractors in our teacher
model, which distills knowledge into a much smaller and
faster student model. Experiments on the Epic-Kitchens and
Something-Something datasets demonstrate that our student
model effectively handles missing modalities while reducing
its accuracy drop in this scenario.

1. Introduction
Egocentric vision aims to capture and interpret the world
from a first-person perspective. Recently, there has been
an increasing interest in this topic due to the advances in
wearable technology and growing interest in AR/VR. This
area has a wide range of applications, including assistive
devices that support individuals with disabilities to facili-
tate their daily activities [25], as well as human-computer
interaction [3], surveillance [2], and VR gaming [6].
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Figure 1: Overview of our proposed multimodal-to-multimodal
distillation pipeline for egocentric action recognition. Both
teacher and student models receive the same action sequence,
but the student operates under real-world conditions where some
modalities may be missing (e.g., due to sensor failures). As a re-
sult, our student model is a smaller and faster version of the teacher
and also robust to missing modalities.

The introduction of new egocentric datasets [7, 14–
16, 27, 33, 47] has enabled research on several tasks using
egocentric videos, such as action recognition [12, 40, 43],
object recognition [1, 20, 57], localization [10, 29, 52], and
others [24, 37, 46]. However, the egocentric perspective
presents more challenges than the exocentric (third-person)
view due to the increased motion blur and object occlu-
sions, often caused by the movements of the person record-
ing the video. To address these challenges in egocentric
action recognition, recent approaches have suggested lever-
aging multiple modalities [12, 23, 26, 41, 43, 44]. For
instance, Li et al. [26] proposes a set of egocentric features
and combines them with motion and object features. Other
works [12, 43] explore methods for fusing the features from
all available modalities. However, these methods typically
assume the availability of all modalities during inference.
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This assumption is not always feasible in real-world sce-
narios due to privacy concerns or sensor failures, such as
video camera malfunctions [58]. Moreover, research has
shown that multimodal architectures experience significant
performance drops when the most informative modality for
a specific task is unavailable [34], e.g., when the video is
missing for egocentric action recognition.

In this work, we propose a method that leverages all
available modalities while being robust to missing ones. To
achieve this, we introduce a strategy to compensate for miss-
ing modalities, ensuring our approach maintains accuracy
even if the most informative modality (video) is completely
unavailable. However, one of the main drawbacks of mul-
timodal models is their high computational cost. To over-
come this, we propose a novel multimodal-to-multimodal
distillation strategy, illustrated in Fig. 1, that allows us to
use a student model that is small, fast, and robust to missing
modalities instead of a large teacher model. Additionally,
our teacher model leverages the availability of pre-trained
unimodal feature extractors, facilitating the creation of mul-
timodal models through modality fusion.
Contributions. (1) To our knowledge, we propose the first
multimodal-to-multimodal distillation approach for egocen-
tric action recognition. (2) Our distillation process incor-
porates a novel technique for handling missing modalities,
resulting in a robust student model that maintains compet-
itive accuracy even when some modalities are completely
unavailable during inference. At the same time, it benefits
from the availability of all modalities. (3) Our teacher model
fuses features from frozen pre-trained unimodal feature ex-
tractors, eliminating the need to train them, allowing easy
integration of newer feature extractors. (4) We introduce a
fusion block that uses a novel parameter-free token reduction
strategy, thereby reducing its computational cost.

2. Related work

Egocentric action recognition has been addressed mostly
using video data [50, 51, 55], as it is the most informative
modality for this task. While video alone provides substan-
tial information, several works have shown that incorporat-
ing additional modalities such as Inertial Measurement Units
(IMUs) [53, 62], gaze [36], or audio [23], can improve recog-
nition accuracy, particularly when video alone is insufficient
to identify actions. However, most existing multimodal re-
search has focused only on bimodal approaches. Recently,
the availability of modern datasets [7, 14–16, 27, 33, 47] that
include multiple modalities has encouraged the development
of multimodal approaches beyond two modalities for ego-
centric action recognition. For instance, Gong et al. [12]
studied the generalization to new modalities and the impact
of missing ones, while Dong et al. [8] explored domain gen-
eralization under missing modality conditions. Additionally,

Radevski et al. [43] and Hatano et al. [17] leveraged mul-
tiple modalities to distill the knowledge from a multimodal
teacher into a unimodal student to improve its accuracy. In
contrast to previous works, our approach focuses on distill-
ing knowledge from a large multimodal teacher into a small
multimodal student capable of handling missing modalities.

Modality fusion is often performed using cross-
attention [41, 61] due to the success of transformer archi-
tectures. However, cross-attention primarily fuses pairs of
modalities, limiting its applicability. Another common strat-
egy for fusing modality pairs is the usage of contrastive
losses [18, 28, 41]. In this direction, Lin et al. [28] intro-
duced a contrastive loss specifically designed for aligning
egocentric video and language data. Alternatively, some
methods [43, 59] pre-train expert models for each modality
and then fuse their features using model-agnostic techniques,
enabling fusion across more than two modalities. However,
all these approaches assume the availability of all modalities
at inference time. To address this limitation, Liu et al. [31]
proposed a data-dependent self-attention-based fusion strat-
egy adaptable to any number of input modalities. Similarly,
Gong et al. [12] introduced a transformer-based fusion block
with modality dropout during training to improve robustness
to missing modalities and evaluate its zero-shot generaliza-
tion capabilities to new ones. Moreover, Ramazanova et al.
[45] proposed adding a learnable modality token that is only
used when a modality is missing. Our transformer-based
approach differs from these works by combining modality
dropout with two types of learnable tokens that remain active
at all times.

Token reduction mechanisms have been crucial in devel-
oping self-attention-based methods, as their computational
cost increases quadratically with the number of input to-
kens [54]. This high cost becomes a significant problem
when designing fusion blocks since the number of tokens
increases significantly with the number of modalities. To ad-
dress this, Fayyaz et al. [9] proposed a parameter-free mod-
ule that prunes the attention matrix within self-attention lay-
ers. Similarly, Shang et al. [48] introduced a token-pruning
strategy for large multimodal models using the Interquartile
Range (IQR) scoring function [5] to cluster similar tokens
and sample from the remaining ones. Instead of pruning,
Bolya et al. [4] combined redundant tokens based on the
cosine similarity between their keys, while Marin et al. [35]
treated tokens as discrete samples of a continuous signal,
selecting a subset that best approximates it. In this work,
we reduce the number of tokens per modality using a simple
yet effective parameter-free approach that averages contigu-
ous tokens to reduce the computational requirements of our
method.

Knowledge distillation is a commonly used technique for
transferring knowledge from a larger teacher model to a
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smaller student model [19]. More recent approaches have
explored dynamically changing the teacher-student roles
during training [11, 60]. In multimodal learning, Radevski
et al. [43] and Hatano et al. [17] used knowledge distillation
to enhance the accuracy of a unimodal student by transfer-
ring knowledge from a multimodal teacher. Similarly, Wei
et al. [56] proposed a multimodal-to-multimodal distillation
framework with modality dropout for classification and seg-
mentation tasks. Inspired by these works, we introduce a
novel multimodal-to-multimodal distillation framework for
egocentric action recognition, which not only incorporates
modality dropout but also proposes an additional strategy to
further enhance robustness to missing modalities.

3. KARMMA
This work focuses on the multimodal egocentric action
recognition task, which aims to identify and classify human
actions by analyzing data from multiple egocentric modal-
ities. Fig. 1 provides an overview of our proposed KAR-
MMA framework, which distills knowledge from a large
teacher model into a smaller student model.

3.1. Problem definition
Given an egocentric dataset with M available modalities,
let xj

i ∈ RT×Dj
1×Dj

2···×Dj
n represent the ith action se-

quence for the jth modality, where T is the number of
time-steps, and Dj

1 × Dj
2 · · · × Dj

n define the n specific
data dimensions for the jth modality. The goal is to develop
a model f that processes all egocentric action sequences
Xi =

{
x1
i ,x

2
i , . . . ,x

M
i

}
and predicts the corresponding

action yi from a set of possible actions, formulated as
ŷi = argmax σ

(
f (Xi)

)
, where σ denotes the softmax

operator.
It is important to mention that the representation of ac-

tions varies across datasets. For example, in the Something-
Something dataset [14], an action is a single output, yi =
{phrase}. In contrast, in the Epic-Kitchens dataset [7], an
action consists of multiple outputs, yi = {noun, verb}.

3.2. Teacher and student models
The teacher and student models share the same overall ar-
chitecture, as shown in Fig. 1. This architecture consists of
three main components: feature extractors, a fusion block,
and a multi-head MLP. However, the student uses smaller
feature extractors and a more compact fusion block, reduc-
ing memory requirements and increasing inference speed.
Additionally, a key advantage of our multimodal student
is its ability to perform inference on any combination of
the trained modalities without requiring separate models for
each combination.
Feature extractors (FEs). As described in Sec. 3.1., the
input data comprises M modalities. To reduce the training

cost of the teacher, we use M unimodal, frozen pre-trained
FEs and train only the remaining components. This ap-
proach facilitates the updating of FEs as newer models be-
come available. For each modality, we select a well-known
FE available in various sizes, allowing the teacher to use a
larger version while the student uses a smaller one. If avail-
able, the student FEs use pre-trained weights, which are then
fine-tuned.
Fusion block (FB) is a crucial component of our frame-
work, designed to fuse the features from all M modalities.
Based on previous works [12, 31, 34, 38, 49], we designed a
transformer-based FB capable of handling an arbitrary num-
ber of input tokens and modalities. As shown in Fig. 2, our
FB begins with an embedding layer that linearly projects
modality-specific tokens into a uniform dimension. These
tokens, along with a learnable CLS token, are then processed
by l transformer layers, where l is larger for the teacher than
for the student. The output of our FB consists of M + 1
tokens: one averaged token per modality and the CLS to-
ken, which aggregates information from all modalities. The
CLS token is particularly important as it prevents reliance
solely on per-modality averages by incorporating a compact
representation of all modalities.
Multi-head MLP (MH-MLP). The final stage of our
framework processes the M + 1 tokens produced by the
FB using a MH-MLP. The final output of the model is ob-
tained by averaging the M +1 predictions of the MH-MLP.
Our MH-MLP consists of a shared fully connected layer fol-
lowed by multiple independent classification heads, where
the number of heads corresponds to the number of outputs
required to describe an action. As explained in Sec. 3.1.,
actions consists of single or multiple outputs.

3.3. Knowledge distillation
As shown in Fig. 2, our distillation pipeline consists of two
stages: first, we train our multimodal teacher, and second,
we freeze it and distill its knowledge into our student (both
models are detailed in Sec. 3.2.). Since multimodal egocen-
tric action recognition is a classification task, we train the
teacher using the cross-entropy loss

LCE = − 1

N

N∑
i=1

yi · log ŷT
i , (1)

where N is the number of action sequences in the train-
ing dataset, yi represents the ground-truth labels, and ŷT

i

denotes the predicted actions of the teacher.
Additionally, inspired by previous works [12, 44] demon-

strating the benefits of feature alignment in multimodal set-
tings, we include an alignment loss to enforce the fusion
block to project all modalities into a common feature space.
Given that video is the most informative modality for ego-
centric action recognition, we aligned other modalities to it
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Figure 2: KARMMA framework. The left diagram illustrates the first stage of our knowledge distillation pipeline, where the teacher
is trained. The right diagram shows the second stage, where the student learns from the frozen, previously trained teacher. During this
stage, the student uses modality dropout and a strategy for handling missing modalities (as described in Sec. 3.4.) to improve robustness
in incomplete input scenarios.

using the InfoNCE loss [39]:

LInfoNCE =
1

M − 1

∑
m̸=video

CE

(
sim(zvideo, zm)

τ
, ỹ

)
, (2)

where CE and sim(·, ·) represents the cross-entropy and co-
sine similarity operators, respectively, zm is the output of the
fusion block for modality m, τ is a temperature parameter,
and ỹ = {1, 2, · · · , b} represents a constructed set of target
labels for a batch of b samples.

Our teacher is trained using a weighted combination of
the cross-entropy and alignment losses

LT = αLCE + β LInfoNCE , (3)

where α and β balance the contribution of these losses.
Once trained, the teacher is frozen, and its knowledge is

distilled into the student. We apply Kullback-Leibler (KL)
divergence to align the class probability distributions from
both models after their multi-head MLPs:

LKL =
1

N

N∑
i=1

ȳT
i ·

(
log(ȳT

i )− log(ȳS
i )
)
, (4)

where ȳT
i = σ

(
fT (Xi)

)
and ȳS

i = σ
(
fS (Xi)

)
are the

class probability distributions from the teacher and student
models, respectively.

Similar to the teacher, the student is trained with a
weighted combination of the cross-entropy and distillation
losses

LS = γ LCE + λLKL , (5)

where γ andλ are the respective weighting parameters. Note
that, unlike the teacher, which uses frozen feature extractors,
all components of the student are trained. Therefore, our pro-
posed multimodal-to-multimodal distillation pipeline aims
to create a student with improved accuracy, which requires
less memory and is faster than the teacher.
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Figure 3: Missing modality strategy. To handle missing modal-
ities, the embedding layer projects the tokens from the feature
extractor when available. Then, it adds the learned modality token
t̆m to all the projected tokens. Finally, a learned token ṫmi is added
to each individual token. The difference between t̆m and ṫmi is
that t̆m is learned per modality, whereas ṫmi is learned per token.

3.4. Missing modality robustness
Previous works [12, 45, 56] have demonstrated that using
modality dropout during training improves robustness to
missing modalities. Modality dropout works similarly to
standard neuron dropout but operates at modality level; i.e. ,
each modality is randomly dropped with probability p, en-
suring at least one remains. As shown in Fig. 2, we apply
this technique exclusively to the student during distillation,
allowing it to learn from the teacher how to compensate for
missing modalities.

To further enhance the robustness of the student model
to missing modalities, we propose a simple yet effective
strategy illustrated in Fig. 3. Our strategy uses two types of
learnable tokens:

1. Modality-specific token
(
t̆m

)
: A single token learned

per modality, helping to differentiate modalities and
acting similarly to positional encodings.

2. Token-specific tokens
(
ṫmi

)
: A set of k tokens learned

within each modality, enabling better adaptation when
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a modality is missing.

Assuming that the feature extractor for modality m pro-
duces k tokens for a given input xm

i , the output of the em-
bedding layer om

i is expressed as

om
i =


{
tmi + t̆m + ṫmi

}k

i=1
if m is available{

t̆m + ṫmi

}k

i=1
otherwise

, (6)

where tmi represents the ith projected token.
Unlike previous methods that either replace missing to-

kens with zeros [56] or replicate a single learned modal-
ity token [45], our approach provides richer information
through the combination of both types of learnable tokens.
Moreover, it ensures that even when one or more modalities
are missing, the number of input tokens for the transformer
layers of the fusion block remains the same, facilitating the
effective handling of missing modalities.

3.5. Token reduction
Since the memory requirements of our fusion block increase
with each additional modality, we propose a parameter-free
token reduction technique (Θ-Average) to reduce these re-
quirements. Our proposed technique is based on a prede-
fined threshold, Θ. If the feature extractor of a specific
modality produces more than Θ tokens (k > Θ), the tokens
are divided into Θ groups, each containing

⌊
k
Θ

⌋
tokens. If

k mod Θ ̸= 0, the last group includes the remaining to-
kens. Then, each group is averaged, resulting in exactly Θ
tokens that are fed to the fusion block. On the other hand,
if k ≤ Θ, all tokens are fed to the fusion block. By limiting
the number of tokens per modality, Θ-Average reduces the
computational cost of our fusion block. It is important to
mention that this technique is applied to the output of the
feature extractors of both the teacher and student models.

4. Experiments
Datasets. We evaluate our method on two widely used
datasets for egocentric action recognition: Epic-Kitchens-
100 [7] and Something-Something (V2) [14]. Epic-Kitchens
includes 300 nouns and 97 verbs used to describe actions,
where each action consists of a combination of a verb and a
noun, e.g., “pick up + knife.” For this dataset, we use three
modalities: video (V), audio (A), and optical flow (F). On
the other hand, Something-Something comprises data from
174 object-agnostic actions, e.g., “moving [something] up.”
We also use three modalities for this dataset: video (V),
optical flow (F), and object detection annotations (D).

As in most previous works, we report results on the vali-
dation sets of both datasets, since the test sets are not publicly
available. However, we found that the validation set of Epic-
Kitchens contained four nouns absent from the training set.

To ensure a fair evaluation, we removed all samples contain-
ing those nouns and used this pruned validation set for our
evaluations. Since computing results using the validation
set as both a validation and test set may not reflect the gener-
alization capability of our method, we created a custom split
of the Epic-Kitchens training set, named Epic-Kitchens*,
allocating 90% for training and 10% for validation, and kept
the pruned validation split for testing.1
Implementation details. For the teacher, we use Swin-
B [30], pre-trained on Kinetics-400 [22], as the feature ex-
tractor for V, A, and F. For D, we use STLT [42] with 12
layers, pre-trained on Action Genome [21]. The fusion block
has an embedding dimension of 768, with 2 transformer lay-
ers (l = 2), 8 attention heads, and 30% of attention dropout.
We apply our Θ-Average token reduction (see Sec. 3.5.)
with Θ = 300. Additionally, for both datasets, we train the
teacher for 100 epochs using a batch size of 32, weight decay
of 0.05, and gradient clipping at 1.0. Training is performed
with the AdamW optimizer [32] using an initial learning
rate of 1e−5, linearly increased to 5e−4 during the first 10
epochs, followed by cosine decay to the initial value. For the
loss function (Eq. 3), we set α = 0.7, β = 0.3, and τ = 0.1.

For the student, we maintain most configurations from
the teacher. Therefore, we just described the configurations
that change. The student uses Swin-T [30], pre-trained on
Kinetics-400 [22], as the feature extractor for V and F. For
A and D, it uses AST-T [13] and STLT [42] with 9 layers,
respectively, both models without pre-trained weights due to
unavailability. The fusion block has an embedding dimen-
sion of 384, with l = 1, no attention dropout, and 50% of
modality dropout. Training is performed with a batch size
of 6, weight decay of 0.01, gradient clipping at 2.0, and a
maximum learning rate of 1e−4. For the loss function (Eq.
5), we set γ = 0.7 and λ = 0.3.

4.1. Analysis of our KARMMA framework
To evaluate the effectiveness of our proposed frame-
work, Tab. 1 presents the results of our teacher
(KARMMAT) and student (KARMMAS) models, de-
scribed in Sec. 3.2.. KARMMAS includes multimodal-to-
multimodal knowledge distillation (see Sec. 3.3.), modal-
ity dropout (see Sec. 3.4.), and our strategy for handling
missing modalities (see Sec. 3.4.). We refer to these mod-
ifications as “KARMMA enhancements.” To evaluate their
impact, we compare KARMMAS to two baselines. The first,
Baseline, shares the same architecture as KARMMAS but
is trained end-to-end with cross-entropy, without any of the
KARMMA enhancements. The second, Baseline w/ δ in-
corporates modality dropout and our proposed strategy for
missing modality robustness.

The results of Tab. 1 show that when all modalities are
available (V+F+[A/D]), both baselines and the student out-

1The Epic-Kitchens* split will be integrated into our codebase.
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Method Inference
Modalities

Epic
-Kitchens

Epic
-Kitchens∗

Something
-Something

KARMMAT V+F+[A/D] 33.94 32.91 47.82

Baseline
V+F+[A/D]

40.00 39.26 57.31
Baseline w/ δ 41.49 40.05 60.31
KARMMAS 42.55 40.44 63.19

Baseline
V+F

36.80 36.07 56.98
Baseline w/ δ 39.69 39.00 60.38
KARMMAS 40.98 39.37 60.55

Baseline
V+[A/D]

37.48 36.60 40.03
Baseline w/ δ 39.36 37.76 53.04
KARMMAS 40.90 39.49 59.57

Baseline
F+[A/D]

5.49 6.84 37.35
Baseline w/ δ 27.09 27.21 50.78
KARMMAS 30.80 30.33 57.56

Baseline
V

32.10 32.50 39.91
Baseline w/ δ 37.84 36.48 53.02
KARMMAS 39.35 38.28 55.39

Baseline
F

2.58 4.73 36.50
Baseline w/ δ 25.64 26.01 50.97
KARMMAS 28.67 28.40 51.60

Baseline
[A/D]

2.05 2.25 0.07
Baseline w/ δ 6.23 6.44 1.21
KARMMAS 7.58 6.73 35.75

Table 1: Analysis of KARMMA across different modality com-
binations. “KARMMAT” and “KARMMAS” refer to our pro-
posed teacher and student models (see Sec. 3.2.). The “Baseline”
model uses the same network architecture as “KARMMAS,” but is
trained end-to-end with cross-entropy, without the proposed KAR-
MMA enhancements. “Baseline w/ δ” adds our proposed strategies
for missing modality robustness (see Sec. 3.4.) to the “Baseline”
model. “V,” “F,” “A,” and “D” represent video, optical flow, audio,
and object detection annotations, respectively. “[A/D]” indicates
that either audio or object detection is used, depending on the
dataset. The reported results are the action accuracies on both
datasets (higher is better). Additionally, the “Epic-Kitchens*” col-
umn shows results obtained using our custom Epic-Kitchens split
(see “Datasets” in Sec. 4.). Gray indicates our final student. Bold
and underline values indicate the best and second best results.

perform the teacher. Typically, in knowledge distillation, the
teacher achieves better results than the student. However, in
this work, the student benefits from full training, as described
in Sec. 3.3.. While it uses smaller feature extractors, it trains
them instead of freezing them like the teacher, allowing it
to fine-tune its entire architecture for multimodal egocentric
action recognition. Nevertheless, since the feature extrac-
tors of the teacher model are frozen, its fusion block is
forced to learn the best strategy to fuse features from dif-
ferent modalities. Consequently, when the knowledge from
the teacher is distilled to the student, it achieves absolute
accuracy improvements of 2.55%, 1.18%, and 5.88% over
the Baseline model on the Epic-Kitchens, Epic-Kitchens*,
and Something-Something datasets, respectively.

Additionally, Tab. 1 shows that the best results are ob-

(a) Epic-Kitchens

(b) Something-Something
Figure 4: Impact of missing modalities at inference time.
The “Baseline” model uses the same network architecture as
“KARMMAS,” but it was trained end-to-end with cross-entropy,
without the proposed KARMMA enhancements. “Baseline w/
δ” adds our proposed strategies for missing modality robustness
(see Sec. 3.4.) to the “Baseline” model. “KARMMAS” refer to
our proposed student model (see Sec. 3.2.).

tained when all modalities are available, indicating that
our method effectively leverages multimodal information.
The results also confirm that video is the most informative
modality for egocentric action recognition, while audio and
object detection annotations contribute the least. On Epic-
Kitchens, switching from V+A to F+A causes a significant
accuracy drop for all models. This effect is even more pro-
nounced in unimodal settings, particularly when relying on
[A/D], depending on the dataset. However, these drops are
less severe when modality dropout and our missing modal-
ity handling strategy are applied, suggesting that they help
prevent overfitting to the most informative modality.

Since KARMMAS consistently outperforms both base-
lines across all modality combinations, it demonstrates that
while a model can be trained to handle missing modalities
(Baseline w/ δ), incorporating our knowledge distillation
(KARMMAS) further enhances both accuracy and robust-
ness to missing modalities. This enhancement is particu-
larly evident on Something-Something, where KARMMAS

6



Method Student
Train. Mods.

Student
Infer. Mods.

Flexible Mod.
Inference

Teacher Train.
Params. (M)

Student Train.
Params. (M)

Action
Acc. (%) GFLOPs

Radevski et al. [43] V V ✗ 84.65 28.21 41.81 175
KARMMAV V ✗ 11.25 29.64 40.46 176

KARMMAS V+F+A ✓ 11.25 65.15 39.35 176
KARMMA[43]→S V+F+A V ✓ 84.65 65.21 39.40 176

KARMMAS V+F+A ✓ 11.25 65.15 42.55 358
KARMMA[43]→S V+F+A V+F+A ✓ 84.65 65.21 42.83 358

Table 2: Comparison of KARMMA with the current SOTA multimodal-to-unimodal distillation approach for egocentric action
recognition. All methods use knowledge distillation from a multimodal teacher trained with video (V), optical flow (F), and audio (A)
modalities. “KARMMAV” represents a unimodal version of our multimodal “KARMMAS” student. “KARMMA[43]→S” represents our
KARMMAS trained using knowledge distilled from the teacher of [43]. The reported results for Radevski et al. [43] were obtained using
their provided checkpoint for their student model. Gray indicates our proposed multimodal-to-multimodal distillation framework with
different teachers. Bold and underline values indicate the best and second best results.

achieves an absolute accuracy improvement of 34.54% over
“Baseline w/ δ” when using only object detection annota-
tions. For Epic-Kitchens, the improvement is smaller as
audio is often less informative than object detection an-
notations, which provide some spatial and dimensional in-
formation about the objects involved in the action. Addi-
tionally, the results of the models trained with our custom
Epic-Kitchens* split (see Sec. 4., “Datasets”) yield results
comparable to those obtained from the original split, demon-
strating the generalization of our KARMMA framework.

Although Tab. 1 demonstrates the ability of our student
to handle missing modalities; it only evaluates the impact
of missing entire modalities at inference time. However,
real-world scenarios may involve dynamic missing patterns.
Thus, Fig. 4 shows the evaluation of the two baselines and
our student when the probability of missing modalities in-
creases from 0% to 90% during inference. These results in-
dicate that the Baseline model is highly sensitive to missing
modalities, with just 10% missing data causing an absolute
accuracy drop of approximately 5% on both datasets. In
the extreme case of 90% missing modalities, accuracy drops
by about 27% and 32% for Epic-Kitchens and Something-
Something, respectively. However, Fig. 4 also demonstrates
that our missing modality handling strategy enhances the
robustness to missing modalities, as the accuracy drop of
Baseline w/ δ is less severe compared to the one of Baseline.
Moreover, our distillation pipeline consistently improves the
accuracy of KARMMAS, achieving absolute accuracy im-
provements of approximately 3% and 13% over the Baseline
w/ δ in the 90% missing modality scenario for Epic-Kitchens
and Something-Something, respectively.

4.2. Comparison with other methods
Since our method is inspired by Radevski et al. [43],
which is the current state-of-the-art (SOTA) in multimodal-
to-unimodal distillation for egocentric action recogni-
tion, Tab. 2 presents a comparison between our approach and

theirs on the Epic-Kitchens dataset. To ensure a fair compar-
ison with their student, we also evaluate a unimodal version
of our student (KARMMAV). Additionally, since Radevski
et al. [43] use a fully trainable teacher, we leverage their
teacher to train our multimodal student (KARMMA[43]→S).

The top portion of Tab. 2 shows that our KARMMAV
achieves comparable accuracy to the student of Radevski
et al. [43], despite using a teacher with approximately 7.5
times fewer trainable parameters. While our multimodal
student (KARMMAS) performs slightly worse than theirs,
the results of KARMMA[43]→S suggest that fully training
our KARMMAT instead of freezing its feature extractors
could further improve the accuracy of KARMMAS. These
results also highlight the versatility of our approach, as it
can also benefit from more powerful teachers if available.

Moreover, as shown in the bottom part of Tab. 2, a key ad-
vantage of our KARMMAS is its ability to perform inference
with different modality combinations, unlike the unimodal
student from Radevski et al. [43]. When leveraging all avail-
able modalities (V+F+A), KARMMAS surpasses their stu-
dent accuracy. However, since KARMMAS is designed to
handle and benefit from multiple modality combinations, its
accuracy on video alone is slightly lower than that of its uni-
modal counterpart, which is optimized specifically for a sin-
gle modality rather than for multiple modalities. All students
have a similar computational cost, making our multimodal
student just as efficient while offering the added flexibility
of supporting multiple modalities. Therefore, our student
can be used across various multimodal scenarios, benefit-
ing from the availability of all modalities while maintaining
robustness even if some modalities are sometimes missing.

4.3. Ablation studies
All ablation studies were conducted on Epic-Kitchens, with
models trained for 50 epochs instead of 100. Additional
ablations are included in the supplementary material.
Modality dropout. Tab. 3 demonstrates that applying
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Method Noun
Acc. (%)

Verb
Acc. (%)

Action
Acc. (%)

Baseline 50.08 64.74 38.94
Baseline w/ Mod. dropout 51.30 65.22 39.82
Baseline w/ δ 50.60 65.61 39.87

Table 3: Ablation study of our proposed strategies for improv-
ing robustness to missing modalities. The “Baseline” model uses
the same network architecture as our KARMMA student, but it was
trained end-to-end with cross-entropy, without the proposed KAR-
MMA enhancements. “Baseline w/ Mod. dropout” and “Base-
line w/ δ” indicate that the “Baseline” model incorporates either
modality dropout alone or both modality dropout and our strategy
for handling missing modalities (see Sec. 3.4.). Gray indicates the
chosen strategy. Bold and underline values indicate the best and
second best results.

Token
Reduction

# of Tokens
per Mod. GFLOPs Mem. Usage

of FB (GB)
Action

Acc. (%)

None 785 1165 6.52 31.19
Random [17] 300 1137 1.97 30.40
Θ-Average 500 1147 3.41 30.52
Θ-Average 300 1137 1.97 31.11
Θ-Average 100 1128 1.13 28.47

Table 4: Ablation study of our proposed token reduction strat-
egy. “None” indicates that all tokens are used. “Random” corre-
sponds to a baseline where random masking was applied to the to-
kens [17]. “Θ-Average” refers to our strategy described in Sec. 3.5..
The memory usage column reports the average memory consump-
tion of the fusion block during training. The accuracy results
were obtained using a bimodal version of our teacher model with
video and audio modalities, following the implementation details
in Sec. 4.. Gray indicates the chosen strategy. Bold and underline
values indicate the best and second best results.

modality dropout improves the accuracy of the baseline.
Additionally, incorporating our proposed strategy for en-
hancing robustness to missing modalities (see Sec. 3.4.)
further improves verb and action accuracy.
Token reduction. Tab. 4 shows that our proposed token
reduction strategy (see Sec. 3.5.) outperforms random token
masking [17] while remaining a simple and parameter-free
approach. Using Θ = 300 keeps fewer than half of the
original 785 tokens while maintaining nearly the same action
accuracy as using all tokens, providing the best accuracy-
GFLOPs trade-off. Moreover, these results demonstrate that
the main benefit of using a token reduction strategy is that it
significantly reduces the memory consumption of our fusion
block by processing fewer tokens.
Resource efficiency. Fig. 5 compares the memory usage
and GFLOPs for the teacher and student during inference
with different modality combinations. The results show that
our KARMMA student reduces memory consumption by at
least 50% compared to the teacher model while significantly

Figure 5: Ablation study on the resource efficiency of our stu-
dent model. “KARMMAT” and “KARMMAS” refer to our pro-
posed teacher and student models (see Sec. 3.2.). The top fig-
ure compares their memory consumption across multiple modality
combinations at inference time, while the bottom figure compares
their GFLOPs. “V,” “F,” and “A” denote video, optical flow, and
audio, respectively. Some modality combinations are omitted as
they yield identical results, e.g., “F” matches “V” in memory and
GFLOPs as they use the same feature extractor (see “Implementa-
tion details” in Sec. 4.).

decreasing GFLOPs, translating to faster inference times.

5. Conclusions

In this work, we introduced the first multimodal-to-
multimodal approach for egocentric action recognition, re-
sulting in a student model that leverages multiple modalities
while remaining robust to missing ones. Unlike unimodal
students, our model can perform inference with any combi-
nation of the trained modalities. Moreover, by using frozen
pre-trained unimodal feature extractors for the teacher, our
method reduces training costs and allows easy integration
of newer models. Additionally, our parameter-free token re-
duction strategy improves computational efficiency without
sacrificing accuracy. Our approach outperforms the state-of-
the-art multimodal-to-unimodal distillation method, achiev-
ing higher accuracy while being memory- and GFLOPs-
efficient. Furthermore, the flexibility and robustness of our
method, make it well-suited for real-world scenarios, and
future work could explore its generalization to exocentric
datasets and additional modalities.
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Supplementary material
Sec. A of this supplementary material explains our choice
of the alignment loss used in our proposed teacher model.
In Sec. B, we investigate the impact of various techniques
for handling missing modalities. Sec. C evaluates the gen-
eralization capabilities of our student model to unseen en-
vironments. Finally, Sec. D discusses the limitations of
our proposed multimodal knowledge distillation approach
for egocentric action recognition that is robust to missing
modalities (KARMMA). All results presented in this sup-
plementary material were obtained using the pruned valida-
tion set of the Epic-Kitchens dataset [7], described in Sec. 4.
of the main paper.

A Alignment loss selection
As explained in Sec. 3.3. of the main paper, during the
first stage of our proposed distillation pipeline, we train our
multimodal teacher using a combination of cross-entropy
loss and an alignment loss. The alignment loss enforces
the fusion block to project the features from all modalities
into a common feature space. While there are general-
purpose alignment losses such as InfoNCE [39], recently
Lin et al. [28] propose EgoNCE, loss specifically designed
for aligning egocentric data. However, a common challenge
when using alignment losses is that they often require large
batch sizes to effectively align the modalities [28, 44].

Tab. A.1 compares the accuracy obtained when using
InfoNCE [39] or EgoNCE [28] losses for aligning video
and audio. The results indicate that while InfoNCE is a
general-purpose alignment loss, it outperforms EgoNCE.
The difference in accuracy between both losses could be
attributed to the batch size since our teacher was trained with
a batch size of 32, while Lin et al. [28] used a batch size of
512 for EgoNCE. In contrast, InfoNCE has been successfully
applied with batch sizes ranging from 8 to 64 [39]. Given
that InfoNCE improves the accuracy of our teacher model
even with a small batch size (32), we use it in our proposed
KARMMA teacher.

B Techniques for handling missing modalities
As described in Sec. 3.4. of the main paper, our proposed
KARMMA framework incorporates modality dropout dur-
ing the distillation process to enhance the robustness of the
student to missing modalities. When a modality is dropped,
there are two possible approaches: ignoring the missing
modality or applying a technique to handle it. Inspired
by [12, 45], we propose five techniques for handling missing
modalities.

Assuming that the feature extractor for modality m pro-
duces k tokens for a given input xm

i , which are then pro-
cessed by the embedding layer that produces k projected

Alignment Loss Noun
Acc. (%)

Verb
Acc. (%)

Action
Acc. (%)

EgoNCE [28] 43.48 56.37 29.88
InfoNCE [39] 44.55 56.59 31.11

Table A.1: Comparison of alignment losses. The accuracy results
were obtained using a bimodal version of our teacher model with
video and audio modalities, following the implementation details in
Sec. 4. of the main paper. All models were trained for 50 epochs.
Gray indicates the chosen alignment loss. Bold and underline
values indicate the best and second best results.

tokens om
i =

{
tmi

}k

i=1
. Our proposed strategies are de-

tailed below.
Single learnable modality token. A learnable token is
introduced for each modality:

om
i =


{
tmi + t̆m

}k

i=1
if m is available{

t̆m
}

otherwise
, (B.1)

where t̆m is the learned token representing the missing
modality. This strategy results in k tokens when the modal-
ity is present but only one when it is missing.
Replicated learnable modality token. To maintain a con-
sistent number of tokens, the learned modality token is repli-
cated k times:

om
i =


{
tmi + t̆m

}k

i=1
if m is available{

t̆m
}k

i=1
, otherwise

. (B.2)

This technique ensures that the same number of tokens is
used whether or not the modality is present.
Learnable tokens per missing modality. Instead of a
single token, k learnable tokens are introduced:

om
i =


{
tmi + ṫmi

}k

i=1
if m is available{

ṫmi

}k

i=1
otherwise

, (B.3)

where ṫmi is the ith learned token for modality m. This
strategy provides more information than replicating a single
token while keeping a consistent number of output tokens.
Learned tokens only for missing modalities. This strat-
egy is similar to the previous one, except that no additional
tokens are learned when the modality is available:

om
i =


{
tmi

}k

i=1
if m is available{

ṫmi

}k

i=1
otherwise

. (B.4)
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Method Inference
Modalities

Action
Accuracy (%) Ranking

Baseline

V+F+A

38.94 5
Baseline w/ mod. drop. 39.82 2
Baseline w/ mod. drop. and Eq. (B.1) 39.58 3
Baseline w/ mod. drop. and Eq. (B.2) 39.87 1
Baseline w/ mod. drop. and Eq. (B.3) 39.41 4
Baseline w/ mod. drop. and Eq. (B.4) 39.58 3
Baseline w/ mod. drop. and Eq. (B.5) 39.87 1

Baseline

V+F

35.45 7
Baseline w/ mod. drop. 38.79 1
Baseline w/ mod. drop. and Eq. (B.1) 37.77 5
Baseline w/ mod. drop. and Eq. (B.2) 38.43 2
Baseline w/ mod. drop. and Eq. (B.3) 37.74 6
Baseline w/ mod. drop. and Eq. (B.4) 38.09 4
Baseline w/ mod. drop. and Eq. (B.5) 38.17 3

Baseline

V+A

36.02 7
Baseline w/ mod. drop. 37.73 1
Baseline w/ mod. drop. and Eq. (B.1) 37.18 5
Baseline w/ mod. drop. and Eq. (B.2) 37.10 6
Baseline w/ mod. drop. and Eq. (B.3) 37.62 3
Baseline w/ mod. drop. and Eq. (B.4) 37.64 2
Baseline w/ mod. drop. and Eq. (B.5) 37.59 4

Baseline

F+A

5.28 7
Baseline w/ mod. drop. 24.91 4
Baseline w/ mod. drop. and Eq. (B.1) 24.83 5
Baseline w/ mod. drop. and Eq. (B.2) 25.56 1
Baseline w/ mod. drop. and Eq. (B.3) 24.77 6
Baseline w/ mod. drop. and Eq. (B.4) 25.40 2
Baseline w/ mod. drop. and Eq. (B.5) 25.04 3

Baseline

V

30.70 7
Baseline w/ mod. drop. 36.63 1
Baseline w/ mod. drop. and Eq. (B.1) 35.23 6
Baseline w/ mod. drop. and Eq. (B.2) 35.41 5
Baseline w/ mod. drop. and Eq. (B.3) 35.48 4
Baseline w/ mod. drop. and Eq. (B.4) 35.54 3
Baseline w/ mod. drop. and Eq. (B.5) 36.09 2

Baseline

F

2.82 7
Baseline w/ mod. drop. 23.08 4
Baseline w/ mod. drop. and Eq. (B.1) 22.78 5
Baseline w/ mod. drop. and Eq. (B.2) 23.33 2
Baseline w/ mod. drop. and Eq. (B.3) 22.76 6
Baseline w/ mod. drop. and Eq. (B.4) 24.00 1
Baseline w/ mod. drop. and Eq. (B.5) 23.18 3

Baseline

A

1.90 7
Baseline w/ mod. drop. 4.89 5
Baseline w/ mod. drop. and Eq. (B.1) 5.77 2
Baseline w/ mod. drop. and Eq. (B.2) 5.61 3
Baseline w/ mod. drop. and Eq. (B.3) 4.84 6
Baseline w/ mod. drop. and Eq. (B.4) 5.42 4
Baseline w/ mod. drop. and Eq. (B.5) 6.11 1

Table B.1: Evaluation of techniques for handling missing
modalities across different modality combinations. The “Base-
line” model uses the same network architecture as our proposed
student, but is trained end-to-end with cross-entropy, without the
KARMMA enhancements. We then introduce 50% of modality
dropout, described in Sec. 3.4. of the main paper, during the train-
ing of the Baseline and compare all techniques described in Sec. B.
All models were trained for 50 epochs. Gray indicates the chosen
technique. Bold and underline values indicate the best and second
best results.

Here, the k learned tokens aim to best approximate the orig-
inal modality tokens when the modality is missing.

Combined learnable modality and token-specific tokens.
This final strategy combines both a learnable modality token

Method Average Rank

Baseline 6.71
Baseline w/ mod. drop. 2.57
Baseline w/ mod. drop. and Eq. (B.1) 4.43
Baseline w/ mod. drop. and Eq. (B.2) 2.86
Baseline w/ mod. drop. and Eq. (B.3) 5.00
Baseline w/ mod. drop. and Eq. (B.4) 2.71
Baseline w/ mod. drop. and Eq. (B.5) 2.43

Table B.2: Average ranking of techniques for handling missing
modalities. The methods are the same from Tab. B.1, with average
ranking computed from the “Ranking” column of that table. Gray
indicates the chosen technique. Bold and underline values indicate
the best and second best results.

and k learnable tokens per token:

om
i =


{
tmi + t̆m + ṫmi

}k

i=1
if m is available{

t̆m + ṫmi

}k

i=1
otherwise

. (B.5)

This approach benefits from both strategies: the modality
token provides general information about the missing modal-
ity, while the token-specific learnable tokens help preserve
fine-grained details.

Tab. B.1 compares the action accuracy and ranking of
not using modality dropout (“Baseline”), using modality
dropout without any strategy to handle missing modalities
(“Baseline w/ modality dropout”), and combine modality
dropout with our five proposed strategies discussed above.
The results demonstrate that incorporating modality dropout
improves both robustness to missing modalities and accu-
racy. To facilitate the comparison of these methods, Tab. B.2
shows their average ranking. This average ranking indicate
that combining a learnable modality token with learnable
token-specific tokens (5th strategy) performs best across
most modality combinations. Additionally, all the other
evaluated techniques fail to outperform simple modality
dropout alone, highlighting the importance of incorporat-
ing both types of learnable tokens. Consequently, we use
the 5th strategy in our proposed KARMMA framework.

C Adaptation to unseen environments
Egocentric data is often biased towards the individual cap-
turing it. To account for this, the validation set of the
Epic-Kitchens dataset [7] includes data captured by seen
participants (who were present in the training set) and un-
seen participants (who were not included in the training
set). Therefore, the “unseen” split serves as a benchmark for
evaluating the ability of the models to adapt to distribution
shifts. Tab. C.1 compares the accuracy of our KARMMA
student model on the seen split, the unseen split, and the
entire validation set (seen+unseen).
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Validation Set Split Noun
Acc. (%)

Verb
Acc. (%)

Action
Acc. (%)

Seen 55.05 68.52 43.73
Unseen 45.07 58.59 33.05
Seen+Unseen 53.95 67.42 42.55

Table C.1: Analysis of the KARMMA student across differ-
ent validation splits of the Epic-Kitchens dataset. The “Seen”
and “Unseen” splits refer to portions of the full validation set
(“Seen+Unseen”), where “Seen” contains participants also present
in the training set, while “Unseen” consists of entirely new par-
ticipants. A single KARMMA student model was trained for 100
epochs and evaluated on all splits. Bold and underline values in-
dicate the best and second best results.

The results indicate that while our student model achieves
high accuracy on the seen split, the noun, verb, and action
accuracies drop by approximately 10% on the unseen split.
This drop highlights the challenges of adapting to novel
environments. However, when evaluated on the complete
validation set, the decrease in accuracy is less pronounced,
suggesting that our student has a reasonable degree of ro-
bustness to distribution shifts.

To further investigate the generalization capabilities of
our method, we compare our KARMMAS with SimMMDG,
a model proposed by Dong et al. [8], under their domain
generalization setup for Epic-Kitchens with missing modal-
ities. Fig. D.1 shows the absolute decrease in accuracy
with respect to the full-modality model (which uses video,
optical flow, and audio) across different modality combi-
nations. These results show that while our KARMMAS is
not explicitly designed for domain generalization, it achieves
comparable performance to SimMMDG. Notably, our model
demonstrates significantly higher robustness when audio is
missing and video is present (V+F and V), further validating
its effectiveness in handling missing modalities in real-world
scenarios.

D Limitations
The main limitation of our proposed KARMMA frame-
work is that it assumes that all unimodal feature extrac-
tors are transformer-based models, as the fusion block is
designed to process k tokens per modality, where k may
vary across modalities. This constraint prevents the use of
convolutional-based models as feature extractors, as their
output format does not align with the expected input of the
fusion block. Additionally, since our teacher relies on frozen
unimodal feature extractors, its accuracy depends on the
availability of suitable pre-trained models for each modal-
ity. Ideally, these feature extractors should be available in
different sizes (e.g., ViT-S and ViT-B), allowing the teacher
to use the larger model while the student uses the smaller
one, facilitating the distillation process. Finally, our distil-

Figure D.1: Comparison of robustness to missing modalities
between KARMMAS and SimMMDG [8] under the domain
generalization setup. The plot shows the absolute decrease in
action accuracy (lower is better) relative to the full-modality model,
which uses video (V), optical flow (F), and audio (A) for various
modality combinations.

lation pipeline assumes the availability of all modalities for
the teacher. However, as shown in Tab. B.1, models can still
be trained end-to-end without this assumption.
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